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Sparse Graph-based Representations of SSVEP Responses Under the
Variational Bayesian Framework
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Abstract— The recognition of Steady State Visual Evoked
Potentials (SSVEP) constitutes a challenging problem in Brain
Computer Interfaces (BCI), especially when the number of
EEG sensors is limited. In this work, we propose a new
sparse representation classification scheme that extends current
schemes by exploiting the graph properties of relevant features.
Based on this scheme each test signal is represented as a
linear combination of train signals. OQur expectation is that
this constrained linear combination, exploiting the graph’s
structure of the training data, will lead to representations that
are more robust. Moreover, in order to avoid overfitting and
provide a model with good generalization abilities we adopt the
bayesian framework and, in particular, the Variational Bayesian
Framework since we use a specific prior distribution to exploit
the graph structure of the data. The proposed algorithm has
been evaluated on two SSVEP datasets achieving state-of- the-
art performance against well known classification methods in
SSVEP literature.

Index Terms— Sparse Representations, Steady State Visual
Evoked Potentials, Eigenbrains, Brain Computer Interfaces

I. INTRODUCTION

A Brain Computer Interface (BCI) system allows the
connection between the human brain and the computer, and
hence it provides a communication channel for people with
motor disabilities [1], [2] and an alternative communication
medium for healthy individuals. In most BCI systems, the
brain activity is measured by electroencephalograms (EEG)
using simple and inexpensive equipment. EEG-based BCI
systems which utilize Steady State Visual Evoked Potentials
(SSVEPs) have attracted the attention of many researchers
due to their lower training requirements for the end-user
and higher information transfer rates [3], [4]. A SSVEP
is the brain response, evoked in occipital and occipital -
parietal areas of the brain, by a visual stimulus flashing at
a fixed frequency [5]. SSVEP responses normally include
the fundamental frequency of the visual stimulus as well
as its harmonics. SSVEP BCI systems detect the different
frequency components corresponding to the visual stimuli
and translate them into commands. The detection of SSVEP
responses is achieved by using an EEG-based pattern recog-
nition algorithm.
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Due to the frequency characteristics of SSVEPs, methods
based on Power Spectrum Density Analysis (PSDA) such as
fast Fourier transform (FFT) were widely used for frequency
detection [6]. Usually, the frequency with the maximal PSD
value is detected as the target frequency. However, PSDA
approaches are sensitive to noise, and, they require a rela-
tively large time window [7], [8]. To overcome the above
shortcomings of PSDA, several approaches based on spatial
filtering have been proposed. In [8] the Minimum Energy
Combination (MEC) method has been proposed while in [7]
the Canonical Correlation Analysis (CCA) method was intro-
duced. Both methods use reference templates using sinusoids
waves and solve an optimization problem, based on multi-
channel SSVEP data, in order to obtain the optimal spatial
filters. Finally, extensions of CCA have been proposed in
[9]-[11], where data-driven approaches for the construction
of templates are used.

We can observe here that all aforementioned methods
are using templates, either by using sinusoids waves or by
constructing the templates using the EEG data during a
training stage. However, methods that are template - free
have been also proposed in the literature. More specifically,
in [12] Support Vector Machines (SVMs) and the Linear Dis-
criminant Analysis (LDA) have been used to detect SSVEPs.
In [13], [14] Convolutional Neural Networks (CNN) based
on time frequency analysis are used to discriminate between
SSVEP responses. In addition, in [15] the use of Multivariate
Linear Regression (MLR) was proposed to learn discrimi-
native features for improving SSVEP classification, while,
in [16] kernel - based extensions of MLR were proposed
using SSVEP-related kernels as an integral part of the Sparse
Bayesian Learning (SBL) framework.

Methods such as the rypical PSDA, CCA and MEC do not
use training data, but they use a (mathematical or theoretical)
model (or a template) to describe SSVEP responses and
examine how close to this SSVEP model are the current
observations (or EEG data). It is clear that the above methods
make strong assumptions about the underlying structure that
governs SSVEP responses. On the contrary SSVEP recogni-
tion systems based on SVM [12], the MLR approach [15],
the SBL approach [16] and on convolutional neural networks
[13] need EEG data for the training phase of the overall
pattern recognition system. These techniques do not make
any assumption about the structure of SSVEP responses. In
addition, these techniques are not severely affected by the
number of EEG channels which make them suitable for cases
where a limited number of EEG channels is available.

In the proposed work, we provide a new classification
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algorithm for the recognition of SSVEP responses. More
specifically, Sparse Graph-based Representations are used
for the discrimination of SSVEP responses. By adopting
the bayesian framework we are able to introduce the graph
properties of the EEG data, through the prior distribution,
into the inference/learning procedure. In addition to the
above our algorithm makes use of the eigebrains [17]. The
remainder of this paper is organized as follows. In Section
IT we describe the proposed algorithm. The application of
the proposed methodology in two SSVEP datasets and the
obtained experimental results are presented in Section III.
Finally, the concluding remarks and directions for future
work are provided in Section VI

II. METHODOLOGY
A. EigenBrain

In a SSVEP experiment the subject is seated in front of the
stimulator (most probably a computer screen), where visual
stimuli are delivered. During the experiment raw EEG data
are collected in order to calibrate the overall system. Also,
after the segmentation of raw EEG data (using event trig-
gers), we obtain a number of trials for each visual stimulus
(or class). These EEG trials are used for the calibration of
the BCI system (for example training the classifier).

Let us assume that the SSVEP dataset is a collection of
EEG trials {S1,82, -+ ,Sn}. Each S;,¢ = 1,--- ;m is a
matrix of N, X Ny, where N, is the number of channels and
Ny the number of samples. We can also vectorize the above
matrices to obtain {si,S2,---,S;,}, where each s;,i =
1,...,m is a vector with N = N, x N; elements. Due to
the nature of SSVEP data, usually, we have N >> m since
the number of trials is relative small, making the processing
significantly difficult. In order to reduce the dimension of
the data we utilize the PCA method, resulting into the
transformed (or features’) dataset {fi,fs,---,f,,}, where
f;,i=1,...,mis a vector with ¢(< m < N) elements. The
new feature vectors, f;, are defined by the following linear
transformation f; = BTs;, B : N x ¢ is the eigenvector
matrix of PCA. Due to its connections to the PCA and
EigenFaces [18] these (eigen)vectors in matrix B are called
eigenbrains [17]. It must be noted here that eigenbrains can
be constructed under varied conditions and modalities [17].
In our study these eigenbrains are referred to the raw EEG
data.

B. Basic SRC scheme

Let C be the number of SSVEP classes and p. the number
of training EEG trials of class c. The ¢-th trial from class ¢
is represented by an eigenbrain (or a feature vector), fS €

Rii = 1,---,p.. Stacking all eigenbrains from the same
class into a matrix we obtain a class specific model:
X. = [ff.f5, £ ] € RO e

A basic assumption of our approach is that a test eigenbrain
y € R of the same class will approximately lie in the linear
subspace spanning from the training eigenbrains:

y = Xca, )

where o, € RP¢ is a coefficient vector describing the
participation of each eigenbrain to the procedure. In the
beginning, the label of the test eigenbrain y is unknown
hence we can represented it as a linear combination of
training samples from all classes:

y =Xw 3)

where X = [X; Xo -+ X¢| € R7*™ is a matrix contain-
ing all training eigenbrains from all classes, m = ZCC:1 Pe 18
the number of training eigenbrains, and w is the coefficient
vector whose entries are zero expect those of class ¢, w =
[0,---,0,al,0,---,0]T € R™.

In the case where ¢ < m, the system of equations y = Xw
is underdetermined and to obtain a feasible solution we need
to place some constraints. A natural approach is to choose
constraints based on the ¢3-norm, however, this approach
does not take into account the structure of our data where
most of the coefficients are expected to be (or close to ) zero.
Hence seeking a sparse solution describes better the desired
one. A sparse solution can be obtained by the following ¢;-
minimization problem:

W = arg max ||w||; subject to Xw =y 4)

An alternative to #1-norm is the /y-norm, however, in the
case of {y-norm the complexity of the problem is much
higher [19], [20]. Also, under some circumstances the two
solutions coincide [19]. Until now, we assumed that Eq. (3)
holds exactly, however, in real cases the EEG trials are noisy,
hence, a more accurate model must take into account this
noise. Now, the model describing the relation between the
test eigebrain and the training eigenbrains is given by:

y=Xw+e (5)

where e € 17 is the noise term with bound energy |le||2 < e.
Also, the ¢1-minimization problem is transformed to:

W = arg max ||w||; subject to || Xw —y|2<e (6)
which can be written as [19], [21]:
W = argmin{[ly — Xwl|3 + pllw]:} (7)

Now that we have seen how a test eigenbrain can be
described as a linear combination of training eigenbrains,
we will discuss how we could use this linear combination
to provide a classification rule. In an ideal scenario, the
solution w should have non zero coefficients in indices
that correspond to training eigenbrains that belong to the
same class with the test eigenbrain. However, this is not
the case since SSVEP responses are very noisy and non-
stationary signals, thus non-zero coefficients could appear on
the indices of other eigenbrains than the desired eigenbrain.
In the literature different approaches have been proposed
on how to deal with this [18], [22]. The approach based
on residuals tends to be the most used. More specifically,
if we let 6.(-) : R™ — R™ to be a function that selects
the coefficients associated with the class ¢, while zeroing
all irrelevant coefficients, then we can calculate the residuals
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for each class as: r.(y) = ||y — X0c(W)||2, c =1,---,C.
The class for the given test eigenbrain is found by taking
the minimum of the residuals class(y) = arg min.{r.(y)}.
The overall algorithm is described in Algorithm 1.

We can see that the algorithm contains two basic steps.
The first step is related to the minimization problem, while
the second step is related to the classification rule. A typical
approach to solve the above ¢;-minimization problem is the
Basis Pursuit (BP) algorithm [19]. However, in Compress
Sensing (CS) literature we can found many other solvers, that
presents better performance than BP [23] [24] [25] and they
also take into account various other properties of the data
such as group sparsity [23] [26] [25]. It is our intention in
this work to explore other possibilities for the sparse graph-
based representations of a given test trial.

Algorithm 1 Basic Sparse Representation Classification
scheme [18], [22]
Require: Training samples, X, and one test sample, y
1. Solve the minimization problem:
W = arg miny, {[ly — Xwlf3 + pllwl}
2. Calculate the residuals:
re(y) = ly = X0c(W)ll2, c=1,---,C
Ensure: class(y) = argmin.{r.(y)}

C. Sparse Bayesian Model and Graph-based Prior

a) Graph-based Prior [27]: From a machine learning
perspective, sparsity is a very helpful property since the
processing is faster in a sparse representation where few
coefficients reveal the information we are looking for. Hence,
sparse priors help us to determine the model order in an
automatic way and reduce its complexity. In addition to the
sparseness, other structures of the data such as closeness or
proximity, can be introduced into the bayesian framework by
treating carefully the prior distribution. In our study we want
to use information related to the proximity of the training
eigenbrains. The proximity between training eigenbrains will
be introduced to our model by using the notion of Graph.

More specifically, the coefficients w are treated as a
random variable following:

LTAL|\m™/2 1
p(wla; A) x (u> exp{ — fwTLTALW} (8)
21 2
In our study, we assume that the matrix A is a diagonal
matrix with elements a; ' A\;!,i = 1,--- ,m. Each parameter

a;, which controls the prior distribution of the parameters w,
follows a Gamma distribution, so the overall prior over all
a; is a product of Gamma distributions given by: p(a) =
[1:%, Gamma(a;; by, c,). Furthermore, parameters )\; are
assumed known and deterministic quantities at this point.
Graph’s structure is incorporated into the matrix L. A graph
can be represented by various kinds of matrix representations
such as the adjacency matrix, the incidence matrix, the
Laplacian matrix etc. In our study we use the the Laplacian
matrix. More specifically, the matrix L is the Laplacian
matrix of the graph G. The graph G is constructed as follows:

each eigenbrain (or feature vector ) f; is a node of the graph,
while, an edge is created between two nodes if they belong
to the same SSVEP response (or class).

b) Prior for Noise: The overall precision (inverse vari-
ance) [ of the noise follows a Gamma distribution: p(3) =
Gamma(B;b,c) = ﬁ% exp { — ’gj, where b and c is
the scale and the shape of the Gamma distribution, respec-
tively. We use the Gamma distribution since this distribution
is conjugate to the Gaussian distribution, and, it places the
positivity restriction on the overall variance and the scaling
parameters.

So, the overall prior over model parameters {w,a, 5} is
given by: p(w,a, 3; A) = p(wla; M) [T, p(a:)p(B).

c) Likelihood: The likelihood of the data is given by:

N = B
exp{ ~ 2y - Xw)"(y - Xw) }9)

d) VB Update Equations: To apply the VB methodol-
ogy [28] we need to define an approximate posterior based
on one factorization over the parameters {w,a,S}. In our
study we choose the following factorization: ¢(w,a, 5; A) =
g(wla;X) [T~ q(a;)q(B8). Applying the VB methodology,
and taking into account the above factorization, the following
posteriors are obtained:

g(w) = N(W,Cyw), (10)
q(B) = Gamma(B;V,c), (11)
qa) = H Gamma(a;; b;i,c;i), (12)

i=1
The moments of each distribution are calculated by apply-
ing iteratively the following equations until convergence:

cih (BPXTX + LTARHIL) L (13)
WD = (BOXTX ¢ LTARDL)-13X Ty, (14)

trace(LiL;fFCE(kH))) + ia (15)
cg]f‘l)l = % =+ Ca, (16)
&Z(_k+1) _ bg’:+1)lc¢(z]f+1)/7 )

r(XTXCE) 4 (18)
Cgc+1>’ _ g te, (19)
3+ bgﬁrl)'cg’““)/, (20)

In the above equations, L; is the i-th column of the Laplacian
matrix, describing the neighborhood of i-th eigenbrain (or
EEG trial). Also, the matrix A+ g g diagonal matrix

with &ng) -)\gkﬂ) in its main diagonal. For AEkH) we follow
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the considerations of [29] and we set them to ‘(—ﬂ)l With
xT.

respect to other similar approaches [30], [31] we can observe
the difference in Eqs. 14 and 15. More specifically, in our
approach the parameter b:l is weighted by the corresponding
parameter ;.

Concluding this section, we provide a description of the
proposed classification algorithm in Algorithm 2. In the first
step we construct the Laplacian matrix of the graph. Then, we
find the coefficients, and finally, we apply the classification
rule. Our classification rule is based on the maximum value
of coefficients. The position of the maximum value in the
vector w determines the class - label. The rationality behind
using the max-rule is that the coefficient with the maximum
value shows us which training sample is more similar to the
test sample. Additionally, the max-rule, in our preliminary
results on SSVEP data, has presented better results than the
classification rule (step 2) of Algorithm 1.

Algorithm 2 Sparse Graph-based Representation Classifica-
tion scheme (SGRC)
Require: Training samples, X, with its corresponding la-
bels, ¢, and one test sample, y
1. Construct the Laplacian matrix L of the graph.
2. Find vector w by applying iterative procedure described
by Egs. (13) - (20)
3. Find position, p, of maximum value in vector w
Ensure: class(y) = ¢(p)

III. EXPERIMENTAL STUDY AND RESULTS
A. SSVEP datasets

In order to evaluate the performance of the proposed
methodology, we have used two SSVEP datasets, EPOC
dataset and the Speller, which are described below.

EPOC dataset: EEG signals, from 11 subjects executing a
SSVEP-based experimental protocol, were acquired. The fre-
quencies of visual stimulation were: 6.66Hz, 7.50Hz, 8.57Hz,
10.00Hz and 12.00Hz. The experiment was designed using
the OpenViBE tool where the visual stimuli were projected
on a 22 inches LCD monitor, with a refresh rate of 60 Hz and
1680x1080 screen resolution. EEG data were recorded with
the Emotiv Epoc, using 14 wireless channels and a sampling
rate of 128 Hz. In our analysis, we have used EEG data from
channels Oy, and Os. Each subject was asked to gaze at one
of the visual stimuli indicated by the stimulus program in
a random order, and complete 20 trials for each of the five
targets. The EEG data have been band-pass filtered from 5Hz
to 45Hz. More information about this dataset can be found
in [12] and https://physionet.org/content/mssvepdb/1.0.0/.

a) Speller [32]: In this dataset, 40-target visual stimuli
were presented on a 23.6-in LCD monitor. In this dataset
participated thirty five healthy subjects (with normal or
corrected-to-normal vision), where eight of them had experi-
ence with using a SSVEP-based BCI speller. EEG data were
recorded with 64 channels according to an extended 10-20
system. In our study we have used only electrode O, lying

in the center of the occipital areas. For each subject, the
experiment consisted of 6 blocks. In each block, subjects
were asked to gaze at one of the visual stimuli indicated by
the stimulus program in a random order for 5s, and complete
40 trials corresponding to all 40 targets. Data epochs were
extracted according to event triggers generated by the stimu-
lus program. All data epochs were down-sampled to 250Hz.
The EEG data have been band-pass filtered from 8Hz to
90Hz with an infinite impulse response (IIR) filter using the
Sfiltfilt function in MATLAB. As indicated in [32] a delay of
140ms in the visual system was considered.

The visual latency between the stimulus and the SSVEP
response plays an important role in SSVEP detection. An
accurate estimation of the visual delay ensures that the
extracted data epochs only contain SSVEP responses to
the stimulation. In the Speller dataset the visual latency is
defined using the classification accuracy [32], while, in the
EPOC dataset an alignment procedure is used to extract data
epochs containing the SSVEP responses.

B. Results

In our analysis we compare the proposed algorithm
(SGRC) to three well known algorithms, the CCA [7], the
MLR [15], and the multiclass SVM (mSVM) with coding
scheme one_vs_one. The first two approaches are widely
used methods for the detection of SSVEP responses, while,
the mSVM is a well - known classifier. For evaluating the
performance of the examined algorithms we have used the
Classification Accuracy, which constitutes the most straight-
forward performance evaluation metric, and it is defined as
the ratio between the number of correctly classified trials to
the total number of trials. Finally, the Leave-One-Block-Out
(LOBO) cross validation technique was adopted. This cross-
validation technique is more robust to the time-varying nature
of the EEG signal.

Fig. 1 shows the averaged accuracies over all subjects for
various time windows (TW) of trials on the EPOC dataset.
We can observe that the SGRC method outperforms other
approaches for all TW values in terms of accuracy. Fig. 2
shows the averaged accuracies over all subjects for various
TW of trials on the Speller dataset. Here, we can observe that
SGRC and MLR present very similar performance, while,
both methods outperforms mSVM and CCA for large TW
values (>1.5s). For TW < 1 the mSVM presents better
performance than the other methods. It is clear from the
reported results on two different SSVEP datasets that the
SGRC method presents the best behaviour since in both cases
achieves the most competing performance.

Furthermore, it is worth to discuss more thoroughly the
SGRC method with mSVM method since these two meth-
ods can be considered to belong in the same category
of classifiers [18], [22], [33]. From the reported results
we can observe that the SGRC method presents superior
performance compared to the mSVM. More specifically
our method presents better results than the mSVM for all
TWs in the case of EPOC dataset, a SSVEP dataset that
can be considered a difficult and noisy dataset due to the
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EEG device that was used. In the case of Speller dataset,
our method provides considerable better performance than
mSVM in most of TWs. More specifically, in large TWs the
difference in accuracy is around 10%. On the contrary, when
the TW is small (< 1s) then mSVM presents a slightly better
performance than SGRC.

The SGRC algorithm does not have an explicit training
step other than storing the training data (lazy learner), similar
to Nearest Neighbor Classifier. In contradiction the MLR and
the mSVM have a training step where the model parameters
are learned, and then are fixed for the testing phase. Also,
the CCA algorithm does not have a training step since the
template is a mathematical model. This means that the SGRC
method can be easily adapted to scenarios where the statisti-
cal properties of the class can be changed with the passage of
time. This effect can be observed in problems which use EEG
signals that are time-varying in nature. The only adaptation
that is necessary for the SGRC is the collection of new
samples. On the contrary, both MLR and mSVM must learn,
from scratch, the new model parameters, and the CCA will
need a new mathematical model (or template) to take into
consideration the new statistical properties.

The prediction of SGRC is based on the comparison
of the test eigenbrain with eigenbrains in the training set
and for each test point provides a different local linear
approximation. MLR and mSVM are creating a global model
(approximate a target function) in order to provide prediction,
while the CCA makes the prediction by comparing the
test signal with a mathematical model. Due to the above
observations, in the testing step, the computational cost of
the SGRC algorithm is larger than the other algorithms since
most of its computations are performed in this step. More
precisely, when a test point arrives the computations on MLR
and mSVM involve additions and multiplication, while the
SGRC method needs to solve an optimization problem. Also,
the CCA algorithm needs to solve a generalized eigenvalue
problem. Due to this shortcoming of the SGRC method,
incremental strategies [27] of SGRC is advisable for real-
time SSVEP BCI systems.
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Fig. 1. EPOC dataset: Average accuracy over all subjects.
IV. CONCLUSIONS

In this paper, a novel classification algorithm is proposed
to classify SSVEP responses, a multiclass classification
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Fig. 2. Speller dataset: Average accuracy over all subjects.

problem. The algorithm exploits the sparse graph-based
representations of a test signal with the help of training
signals. Besides sparsity, the algorithm exploits the dic-
tionary structure by adopting the concept of ’eigenbrain’.
Eigenbrains consitute a mathematical basis for the brain
function. Experiments in two SSVEP datasets, both publicly
available, have shown the usefulness of the proposed algo-
rithm. More specifically, the comparison of the proposed
algorithm with the CCA, the MLR and the mSVM has
shown that the proposed algorithm provides us with superior
performance when we have a small number of EEG sensors.
In the future, we intend to study how SRC schemes could
be modified to develop incremental classification schemes.
These schemes are very useful in SSVEP applications due
to the time varying nature of EEG signal. Also, we intend to
adopt other approaches to incorporate the graph’s structure
into the model. In addition, approaches using filter banks
have been shown to be useful in the analysis of SSVEPs,
hence, future extensions of our algorithm could be based
on filter banks. Finally, more thorough studies with respect
to the classification rule (step 3 of Algorithm 2), and its
alternatives, of our algorithm will be performed.
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